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Abstract  Several approaches for evaluation of online or 
offline training in simulators based on virtual reality have 
been proposed. However great part of these approaches has 
a high complexity and it demands large computational 
structure, what is very expensive. An online evaluator must 
have low complexity algorithm to do not compromise the 
performance of simulator. We propose a new approach to 
online evaluation of training in simulators based on virtual 
reality. This approach uses Gaussian Mixture Models and 
Relaxation Labeling (GMM-RL) for modeling and 
classification of the simulation in pre-defined classes of 
training. This method provides the use of continuous 
variables without lost of information. So, it solves the 
problem of low complexity in online evaluators without 
compromise performance of the simulator and with good 
evaluation accuracy. Systems based on this approach can be 
applied in virtual reality simulators for training in several 
areas. 
 
Index Terms  Gaussian Mixture Models, Relaxation 
Labeling, Training Evaluation, Virtual Reality. 

INTRODUCTION 

The existence of an online evaluation tool in simulation 
system based on virtual reality is important to allow the 
learning improvement and users evaluation. Recently, new 
methods of evaluation for online training in virtual reality 
simulator have been proposed [5, 7, 11, 13, 14, 18, 19].  

In medicine, some models for offline or online 
evaluation of training have been proposed. However, great 
part of these approaches depends of large computational 
structure, which is very expensive to be available in some 
Medical Centers in Brazil and several other countries.  

Simulators bases on virtual reality (VR) for training 
need high-end computers to provide realistic haptics, 
stereoscopic visualization of 3D models and textures. Online 
evaluators must have low complexity to do not compromise 
performance of simulations, but they must have high 
accuracy to do not compromise evaluation. The Gaussian 
Mixture Models (GMM) can be a good option to do an 
online evaluation, because they can obtain good accuracy 
models and they are simple too. However, according to Tran 
et al. [22] Relaxation Labeling methods offer best 
performances for classification problems. In their paper, they 

used Gaussian Mixture Models followed by Relaxation 
Labeling for speaker recognition with better performance 
over Gaussian Mixture Models only. We propose the use of 
the methodology designed by Tran et al. [22] to improve 
performance of Gaussian Mixture Models for an online 
training evaluator in virtual reality simulators.  

VIRTUAL REALITY AND SIMULATED TRAINING 

Virtual Reality refers to real-time systems modeled by 
computer graphics that allow user interaction and 
movements with three or more degrees of freedom [24]. 
More than a technology, virtual reality became a new 
science that joins several fields as computers, robotics, 
graphics, engineering and cognition. Virtual Reality Worlds 
are 3D environments created by computer graphics 
techniques where one or more users are immersed totally or 
partially to interact with virtual elements. The quality of the 
user experience in a virtual reality world is given by the 
graphics resolution and by the use of special devices for 
interaction. Basically, the devices stimulate the human 
senses as vision, audition and touch: head-mounted displays 
(HMD) or even conventional monitors combined with 
shutter glasses can provide stereoscopic visualization; 
multiple sound sources positioned provides 3D sound; and 
touch can be simulated by the use of haptic devices [16,8]. 

There are many purposes for virtual reality systems, but 
a very important one is the simulation of procedures for 
training. Virtual reality systems for training provide 
significant benefits over other methods, mainly in critical 
procedures. One example of training based on VR systems is 
the flight simulators used for the pilots' training in the civil 
aviation [23]. In medicine, the use of virtual reality systems 
for training is beneficial in cases where a mistake could 
result in physical or emotional impact on patients. Systems 
for different modalities in medicine have been developed, as 
training in: laparoscopy [25], prostate examination [1], 
ocular surgery [9] and bone marrow harvest [6]. In some 
cases, the procedures are done without visualization for the 
physician, and the only information he receives is done by 
the tactile sensations provided by a robotic device with force 
feedback. These devices can measure forces and torque 
applied during the interaction [10] and these data can be 
used in an evaluation [5,18]. 
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EVALUATION IN VIRTUAL REALITY SIMULATORS 

The evaluation of simulations is necessary to assess the 
training quality and provide some feedback about the user 
performance. User movements, as spatial movements, can be 
collected from mouse, keyboard and any other tracking 
device. Applied forces, angles, position and torque can be 
collected from haptic devices [21]. So, virtual reality 
systems can use one or more variables, as the mentioned 
above, to evaluate a simulation performed by user. 

Some simulators for training have a method of 
evaluation. However they just compare the final result with 
the expected one or are videotape records post-analyzed by 
an expert [1]. Recently, some models for offline or online 
evaluation of training have been proposed, some of them use 
Discrete Hidden Markov Models (DHMM) [18] or 
Continuous Hidden Markov Models (CHMM) [19] to 
modeling forces and torque during a simulated training in a 
porcine model. Machado et al. [5,7] proposed the use of a 
fuzzy rule-based system to online evaluation of training in 
virtual worlds. Moraes and Machado [13] proposed the use 
of CHMM for online evaluation in any virtual reality 
simulators. After that, the same authors proposed another 
approach for online evaluation learning using Fuzzy Hidden 
Markov Models (FHMM) [14]. Using an optoelectronic 
motion analysis and video records, McBeth et al. [11] 
acquired and compared postural and movement data of 
experts and residents in different contexts by use of 
distributions statistics.  

We are proposing the use of Gaussian Mixture Models 
and Relaxation Labeling (GMM-RL) to provide an online 
evaluation for simulators or training systems based on 
virtual reality. To test the method proposed, we are using a 
bone marrow harvest simulator [6]. This simulator has as 
goal to training new doctors to execute the bone marrow 
harvest, one of the stages of the bone marrow transplant. The 
procedure is done blindly, performed without any visual 
feedback except the external view of the donor body and the 
physician needs to feel the skin and bone layers trespassed 
by the needle to find the bone marrow and then start the 
material aspiration. The simulator uses a robotic arm that 
operates with six degrees of freedom movements and force 
feedback to give to the user the tactile sensations felt during 
the penetration of the patient’s body [12]. In the system the 
robotic arm simulates the needle used in the real procedure, 
and the virtual body visually represented has the tactile 
properties of the real tissues. The evaluation tool proposed 
should supervise the user movements during the puncture 
and should evaluate the training according to N possible 
classes of performance. 

GAUSSIAN MIXTURE MODELS (GMM) 

This section presents the Gaussian Mixture Models (GMM) 
method for training evaluation. Parameter estimation 
equations for training expert models are presented first. 

After, the GMM method for training classification is then 
described as a maximum likelihood classifier. We follow the 
Tran et al. [22] explanation about GMM algorithm and 
classification. 

Let X={x1, x2,...,xT} be a set of T vectors, where each 
one is a d-dimensional feature vector extracted by T different 
information at virtual space, obtained by the simulator. 
These information can be applied forces, angles, position 
and torque extracted at d different interval of time. Since the 
distribution of these vectors is unknown, it is approximately 
modeled by a mixture of Gaussian densities as the weighted 
sum of c component densities, given by the equation 

 
p(xt |λk) = ∑c

i=1  wi N(xt, µi, Σi)                                    (1) 
 

where λ denotes a prototype consisting of a set of model 
parameters λ ={wi, µi, Σi}, wi, i=1,...,c are the mixture 
weights and N(xt, µi, Σi) are the d-variate Gaussian 
component densities with mean vectors µi and covariance 
matrices Σi: 
 
N(xt, µi, Σi)=exp{-1/2 }(xt - µi)’ Σi

-1 (xt - µi)} / (2π)d/2 |Σi |1/2  
            (2) 
 
To train the GMM, these parameters are estimated such that 
they best match the distribution of the training vectors. The 
maximum likelihood estimation is widely used as a training 
method. For a sequence of training vectors X for a λ, the 
likelihood of the GMM is done by: 
 

p(X|λ) = ∏T
t=1  p(xt |λ)                                          (3) 

 
The aim of maximum likelihood estimation is to find a new 
parameter model λ such that p(X|λ)≥ p(X|λ). Since the 
expression in (3) is a nonlinear function of parameters in λ, 
its direct maximization is not possible. However, these 
parameters can be obtained iteratively using the Expectation-
-Maximization algorithm [2]. In this algorithm, we use an 
auxiliary function Q done by: 
 
Q(λ,λ)=∑T

t=1 ∑c
i=1 p(i|xt, λ) log [ wi N(xt,µi,Σi)]          (4) 

 
where p(i|xt, λ) is the a posteriori probability for 
performance class i, i=1,...,c and satisfies  
 
p(i|xt, λ) = [ wi N(xt, µi, Σi)] / {∑c

k=1  wk N(xt, µk, Σk)}        (5) 
 
The Expectation--Maximization algorithm is such that if 
Q(λ,λ)≥Q(λ,λ) then p(X|λ)≥p(X|λ) [17]. Setting 
derivatives of the Q function with respect to λ to zero, we 
found the following reestimation formulas:  
 
wi = 1/T ∑T

t=1  p(i|xt, λ)                                                     (6) 
 
µi = ∑T

t=1 [ p(i|xt, λ)xt ] / [∑T
t=1 [ p(i|xt, λ)]                     (7) 
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Σi={∑T

t=1 [ p(i|xt, λ)(xt-µi) (xt-µi)’} / [∑T
t=1 [ p(i|xt, λ)] 

            (8) 
 
The algorithm for training the GMM is described as follows: 
 
1. Generate the a posteriori probability p(i|xt, λ) at random 
satisfying (5); 
 
2. Compute the mixture weight, the mean vector, and the 
covariance matrix following (6), (7) and (8); 
 
3. Update the a posteriori probability p(i|xt, λ) according to 
(5) and compute the Q function using (4); 
 

4. Stop if the increase in the value of the Q function at 
the current iteration, relative to the value of the Q function at 
the previous iteration is below a chosen threshold, otherwise 
go to step 2. 

The GMM classification 

To provide GMM classification, we need several classes of 
performance λ. So, let λk, k=1,...,N, denote models of N 
possible classes of performance. Given a feature vector 
sequence X, a classifier is designed to classify X into N 
classes of performance by using N discriminant functions 
gk(X), computing the similarities between the unknown X 
and each class of performance λk and selecting the class of 
performance λk* if [22]: 
 

k* =  arg max   gk(X)         (9) 
                       1≤k≤N 
 
In the minimum--error--rate classifier, the discriminant 
function is the a posteriori probability:  
 

gk(X)=p(λk|X)                                                      (10) 
 
We can use the Bayes' rule  
 

p(λk|X) = [p(λk) p(X|λk)] / p(X)                          (11) 
 
and we can assume equal likelihood of all performances, i.e., 
p(λk)=1/N. Since p(X) is the same for all performance 
models, the discriminant function in (10) is equivalent to the 
following [4]:  
 

gk(X)=p(X|λk)                                                      (12) 
 
Finally, using the log--likelihood, the decision rule used for 
class of performance identification is: 
 

Select performance model k* if 
 
 

k* =  arg  max  ∑T
t=1   p(xt|λk)                             (13) 

                        1≤k≤N 
 
where p(xt|λk) is given by (1) for each k, k=1,...,N. 

RELAXATION LABELING 

The Relaxation Labeling (RL) was introduced by 
Rosenfeld et al. [20] and it is an interactive approach to 
update probabilities of a previous classification. This 
methodology is successfully employed in image 
classification [3]. In this case, we will use RL after applied 
GMM classification. So, let be a set of objects A = 
{a1,a2,...,aN} and a set of labels Λ={λ1,λ2,...,λN}. An initial 
probability is given to each object at having each label λk, 
which is denoted by pt(λk). These probabilities satisfy the 
following condition: 
 

ΣN
k=1  pt(λk) = 1, for all at ∈ A                            (14) 

 
The RL updates the probabilities pt(λk)  using a set of 

compatibility coefficients rtt’ (λk, λl), where rtt’ (λk, λl): 
Λ×Λ→[-1,1], whose magnitude denotes the strength of 
compatibility. The meaning of these compatibility 
coefficients can be interpreted as [22]: 

 
a) If rtt’ (λk, λl) < 0, then λk, λl are incompatible for at and 

at’; 
b) If rtt’ (λk, λl) = 0, then λk, λl are independent for at and at’; 
c) If rtt’ (λk, λl) > 0, then λk, λl are compatible for at and at’; 

 
For computing coefficients, two possible methods 

employ the concepts of statistical correlation and mutual 
information. The two methods are based on those developed 
by Peleg and Rosenfeld [15]. The correlation-based estimate 
of the compatibility coefficients is defined as 

 
rtt´(λk)(λl) = {ΣT

t=1 [pt(λk)- p(λk)][pt´(λl)- p(λl)]}/{σ(λk)σ (λl)} 
          (16) 
 
where pt(λl) is the probability of at´ having label λl and at´ 
are the neighbors of at´, p(λl) is the mean of pt(λl) for all at´, 
and σ (λl) is standard deviation of pt(λl). To alleviate the 
effect of dominance among labels, the modified coefficients 
are [22]: 

r*
tt´(λk)(λl) = [1- p(λk)] [1- p(λl)] rtt´(λk)(λl)         (17) 

 
and the mutual-information based estimate of compatibility 
coefficient is 
 
rtt´(λk)(λl) = log {T ΣT

t=1 pt (λk) pt´(λl)} / {ΣT
t=1 pt (λk) pt´(λl)}  

         (18) 
 

The compatibility coefficients in (18) must be scaled in 
the range [-1,1]. 
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The updating factor for the estimate pt (λk) at mth 
interaction is: 

qt
(m)(λk)= ΣT

t´=1  dtt´ [ΣN
l=1  rtt´(λk)(λl) pt´

(m)(λl)]           (19) 
 

where dtt´ are the parameters that weight the contributions to 
at coming from its neighbors at´ and subject to 
 

ΣT
t´=1  dtt´ = 1         (20) 

 
The updated probability pt

(m+1)(λk) for object at is given 
by: 
 
pt

(m+1)(λk) = {pt
(m)(λk)[1+ qt

(m)(λk)]} / {ΣN
k=1  pt

(m)(λk)[1+ 
qt

(m)(λk)]}       (21) 
 

The RL algorithm can be outlined as follows: 
1. Estimate the initial probabilities for each object 

satisfying (14) 
2. Compute the compatibility coefficients using (17) or 

(18) 
3. Calculate the updating factor defined in (19) 
4. Update the probabilities for each object using the 

updating rule in (21) 
5. Repeat steps 3 and 4 until the change in the 

probability is less than a chosen threshold or equal 
to a chosen number of interactions. 

THE GMM-RL CLASSIFICATION 

It now becomes clear that for a successful performance 
of relaxation method process, the initial label probabilities 
and the compatibility coefficients need to be well 
determined. Wrong estimates of these parameters will lead 
to algorithmic instabilities. In the GMM-based classification, 
the initial probabilities in the RL are defined as the a 
posteriori probabilities. Objects are now features vectors 
considered in the GMM and labels are classes of 
performance identification. Unlike the relaxation labeling for 
image recognition where the m-connected neighboring 
pixels may belong to different regions, in performance 
identification, all unknown feature vectors in the sequence 
X={x1, x2,...,xT} are known to belong to a certain class of 
performance λ. Therefore there is no need to considerer the 
compatibility between an input vector and its adjacent 
vectors [22]. This leads to: 

 
pt´(λl) = pt(λl)        (22) 

 
which means that compatibility between different labels is 
only considered for same object and therefore the updating 
rule in (21) should be now rewritten [22] as follows: 
 
pt

(m+1)(λk) = {pt
(m)(λk)[1- qt

(m)(λk)]} / {ΣN
k=1 pt

(m)(λk)[1- 
qt

(m)(λk)]}       (23) 
 

The GMM-RL algorithm for class of performance 
identification is stated as follows. 
1. Estimate the initial probabilities for each class of 
performance using the a posteriori probabilities in (3): 
 
pt(λk) = p(λk|xt)= [p(xt |λk) p(λk)] / [ ∑N

k=1  p(xt |λk) p(λk)] 
         (24) 
 
where p(λk)=1/N and p(xt |λk) is computed as in (1) 
2. Compute the compatibility coefficients using (17) or (18), 
where t’=t (no neighbors considered); 
3. Calculate the updating factor defined in (19), where t’=t 
and dtt’=1/T for simplicity; 
4. Update the probabilities for each class of performance 
using the updating rule in (23); 
5. Repeat steps 3 and 4 until the change in the probability is 
less than chosen threshold or equal to a chosen number of 
interactions; 
6. The probability of each class of performance p(λk) after 
RL algorithm is computed by: 
 

p(λk) = ∏T
t=1  pt(λk)       (25) 

 
where pt(λk) is the a posteriori probability used in (10). 
Therefore, the decision rule for class of performance 
identification is as follow [22]: 
 

Select class of performance k* if 
 

k* =  arg  max   p(λk)       (26) 
                        1≤k≤N 
 

THE EVALUATION TOOL 

The evaluation tool proposed should supervise the user 
movements and others parameters associated to it. In the 
virtual reality simulator the trainee must extract the bone 
marrow. In the first movement, he must feel the skin to find 
the best place to insert the needle. After, he must feel the 
tissue layers (epidermis, dermis, subcutaneous, periosteum 
and compact bone) trespassed by the needle and stop at the 
correct position to do the bone marrow extraction. In our 
system the trainee movements are monitored by variables as: 
acceleration, applied force, spatial position, torque and 
angles of needle. 

For the evaluation an expert executes several times the 
procedure for each class of performance available, for 
example: "well qualified", "need some training yet", "need 
more training", "novice", etc. So, the information of 
variability about these procedures is acquired using Gaussian 
Mixture Models and Relaxation Labeling (GMM-RL). When 
a trainee uses the system his performance is compared with 
the N classes of performances and a probability of trainee's 
performance for each class of performance is calculated 
using (24). Finally, according to (26) trainee's performance 
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is labeling and trainee receives a report with all possible 
classes of performance and its respective probabilities about 
his performance.  

CONCLUSIONS AND FUTURE WORKS 

In this paper we presented a new approach to online 
evaluation in training simulators based on virtual reality 
using an elegant statistical formalism of GMM-RL. This 
approach provides the use of continuous variables without 
lost of information. So, it solves the problem of low 
complexity of online evaluators, without compromise 
performance of simulator and with good accuracy 
evaluation.  

Systems based on this approach can be applied in virtual 
reality simulators for several areas and can be used to 
classify the trainee into classes of learning giving him a real 
position about his performance, through the reports of 
performance of each training. In medicine, it provides an 
appropriate methodology for blind made procedures. 

As future work, we intend to make a statistical 
comparison between two groups of trainees when they use or 
not use this system to determine differences in the increasing 
of learning. 
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